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Abstract 

In the past three decades satellite imagery has been used successfully for weather, 
geographical and geological applications. With the advance of technology, more sophisticated 
sensors provide higher resolutions and with faster computer systems, the use of satellite 
imagery has opened the fields of exploration and application. In analyzing such high 
dimensional data, processing time becomes an important factor. With large increases in 
dimensionality and the number of classes, processing time will increase significantly.  

To address this problem, a multistage classification scheme is proposed which 
reduces the processing time substantially by eliminating unlikely classes from further 
consideration at each stage. The image is trained with Hidden Markov Model (HMM) based 
on the RGB color values and the classes of satellite image are identified.  In the training 
stages, HMMs are dynamically assembled according to the class sequence.  To extract the 
information in the multi-date satellite images, both the Maximum Likelihood (ML) classifier 
and Minimum Distance classifier (MD) are used in training and also in recognition. Therefore, 
the precise training is received for the database and the recognition is processed accurately.   
 
Keywords: high resolution image, processing time, Hidden Markov Model, Maximum 
likelihood classifier, Minimum distance classifier.  
 
1. Introduction 

Advances in sensor technology for Earth observation make it possible 
to collect multispectral data in much higher dimensionality. In addition, 
multisource data also will provide high dimensional data. Such high 
dimensional data will have several impacts on processing technology: (1) it 
will be possible to classify more classes; (2) more processing power will be 
needed to process such high dimensional data (3) with large increases in 
dimensionality and the number of classes, processing time will increase 
significantly. 

The analysis of remotely sensed data is usually done by machine 
oriented pattern recognition techniques. One of the most widely used pattern 
recognition techniques is classification based on maximum likelihood (ML) 
assuming Gaussian distributions of classes. A problem of Gaussian ML 
classification is long processing time. This computational cost may become an 
important problem if the remotely sensed data of a large area is to be analyzed 
or if the processing hardware is more modest in its capabilities. The advent of 
the future sensors will aggravate this problem. As a result, it will be an 
important problem to extract detailed information from high dimensional data 
while reducing processing time considerably [1].  

Efforts to reduce processing time have been pursued in various ways. 
By employing feature selection/extraction algorithms, the number of features 
can be reduced substantially without sacrificing significant information [2]. 
Feature selection/extraction is generally done by removing redundant features 
or  by  finding  new  features  in transformed coordinates. This reduction in the  
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number of features has several advantages. First of all, higher accuracies can 
be achieved in cases where the number of training samples is low, due to the 
Hughes phenomenon [3]. Since generally processing time increases with the 
square of the number of features, a benefit of feature selection/extraction is 
reduction in processing time. 

Another possible approach to reduce computing time can be found in 
decision tree classifiers [4]. Though the decision tree classifier can have 
several advantages depending on the situation, one of the advantages is 
processing time. However, how to find the optimum tree structure still remains 
a problem for the decision tree classifier, though many algorithms are 
proposed for the design of decision tree classifiers [5]. 

In this paper, ML and MD classifiers are used for the high-resolution 
satellite image. Using ML classification, pixels are assigned to a specific class 
if they fall within the box regions, which are defined by the training data, and 
are allocated to the appropriate categories. This classifier reduces the 
possibilities of any pixels being unclassified. The MD classification uses the 
mean vectors of each region of interest (ROI) and calculates the Euclidean 
distance from each unknown pixel to the mean vector for each class. All pixels 
are classified to the closest ROI class unless the user specifies standard 
deviation or distance thresholds, in which case some pixels may be 
unclassified if they do not meet the selected criteria. The main purpose of this 
paper is to evaluate for the best classification and compare the classified 
images with    results from the supervised training based methods.  

 
2. Multispectral Classification 

The multispectral images were highly responsible for a good 
classification of land use. The focus lies on an acceptable reliability of class 
discrimination and less on the geometric accuracy of small details. Although 
only wooded areas and settlements were the key classes of the project, one has 
to introduce additional classes that are able to describe the land use of the area 
of interest in a not necessarily complete but at least satisfactory way. The 
classes (and subclasses) defined for the areas under investigation were the 
following: 

 
• Water (water bodies such as lakes, rivers) 
• Forest (coniferous and deciduous forest) 
• Settlement (urban areas, villages, hamlets and possibly individual 

farm houses) 
• Field (agriculturally used ploughed and unploughed fields) 
• Grassland (meadows, pastures) 
• Rock (high alpine areas without vegetations) 
• Glacier 

 
The classification has been performed according to the decision rules 

of the well-known maximum likelihood algorithm. One knows that the quality 
of a classification increases if the multispectral signatures of the classes 
involved form a homogeneous and normally distributed cluster. 
Heterogeneous classes, such as urban settlements that are mixtures of sealed, 
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unsealed areas, vegetation etc., lead to huge and quite often non-normally 
distributed clusters. The flow diagram is shown in Figure 1. 

 

 
 

Figure (1) System Overview of Classification 
 

2.1. Hidden Markov Model 
HMM is used because it uses only positive data, they scale well. The 

basic theory of HMMs is also very elegant and easy to understand. This makes 
it easier to analyze and develop implementations for. In this paper, the 
classification has been performed according to the decision rules of the well-
known maximum likelihood algorithm plus the minimum distance classifier.  

HMMs are efficient at modeling real world processes that exhibit 
“sequentially changing behavior” [6]. i.e. These processes are characterized 
by: 

• a period of steady behavior with minor variations over time, and 
• a period of gradual change to another steady plane. 

 
A HMM is one of many signal models used to describe a sequence of 

observable symbols (discrete or continuous) produced by a real world process. 
Once the model is successfully built, it can be used to identify (recognize) 
another sequence produced by the same process. This signal model can 
potentially tell us a lot about the real life process that created the signal. 

In order to define an HMM completely, following elements are needed 
[8]. 

• the number of states of the model, N.  
• the number of observation symbols in the alphabet, M. If the 

observations are continuous then M is infinite.  
• A set of state transition probabilities  

ML 
Classifier

Training or 
Recognition

MD 
Classifier

Training or 
Recognition

Classified 
Image 

Output 
Classified Data 

Pre-  
processing 

Input Image 



 297

 
                      

 
  (2) 
 

 Where  denotes the current state. 
 

Transition probabilities should satisfy the normal stochastic constraints,  
  (3) 

 
and  

   (4) 
 

• A probability distribution in each of the states, 
                    (5) 
   (6) 

 
where  denotes the kth observation symbol in the alphabet, and  ot the 
current parameter vector. 

 

2.2. Maximum-likelihood Algorithm  

Classification of data is an important task in many fields. Parametric 
approaches to classification use models of data, for which a set of parameters 
can be estimated. A popular technique is maximum likelihood estimation 
(MLE) [7]. A classifier using estimates of model parameters calculates the 
probabilities that each new datum to the class for which the posterior 
predictive probability P(c/x, X) is the greatest. This is the approximate Bayes 
classifier [7]. The parameters of the model are Θ= {ΘD,  Θp} where ΘD refers 
to the data, and ΘP refers to the class priors. Θ may be estimated by 
maximizing the joint likelihood 

 Lj (Θ) =log p(X,C/Θ) 

  =log p(X/C,Θ)P(c/Θ  (7) 

  = Ln (ΘD) +P(c/Θp)                

where C are the class labels of the class-labeled training data: 

  (8) 

    (9) 
 
such that each datum xjc has an accompanying class label c, where c Є 1…n 
and there are Nc data labeled as belonging to class c. The set of parameter 
estimates Θ is the only information available to the classifier about the source 
distribution of the data, it is clearly desirable that the estimate be a good 
representation of the data in some sense. On the other hand,[8], point out the 
“we want the estimate that leads to the best classification performance” and 
“no single estimate possesses all of the properties one might desire”. The 
motivation for using a discriminative likelihood function is the notion that 
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selecting parameter estimates which maximize Ld(Θ) is likely to result in 
similarly good performance in classifying previously unseen data from the 
same source distribution. This will be tested by comparing relevant attributes 
of Ln(Θ) and Ld(Θ), with some results from applying the two methods to 
suitable data sets. 

      Using ML classification, pixels are assigned to a specific class if they 
fall within the box regions, which are defined by the training data, and are 
allocated to the appropriate categories. This classifier reduces the possibilities 
of any pixels being unclassified. 

 
2.3. Minimum distance Classifier  

The MD classification uses the mean vectors of each region of interest 
(ROI) and calculates the Euclidean distance from each unknown pixel to the 
mean vector for each class. All pixels are classified to the closest ROI class 
unless the user specifies standard deviation or distance thresholds, in which 
case some pixels may be unclassified if they do not meet the selected criteria. 
This method calculates the center for each group of pixels and measures the 
distance from the center of each group to the pixel being considered. The pixel 
is classified to the group with the nearest center. The center of the group then 
is recalculated each time a pixel is added or taken away. Feature vector is 
computed for these samples again and a distance Euclidean and Mahalanobis 
classifiers are used to classify the unknown samples. 

 
Minimum Euclidean distance: 
                             (10) 
Mahalanobis distance 
                         (11) 
 
x is the feature vector to be classified, m is the mean value of the training 
vectors, τ is the transpose, C is the covariance matrix. The classifiers are used 
to recognize 32 different unknown samples from each of the 6 color images. 
The results are shown comparing performance of Euclidean classifier and 
Mahalanobis classifier with and without smoothing. The Euclídean classifier 
performs poorly compared to Mahalanobis with or without smoothing. The 
results are better with Mahalanobis classifier which is also computationally 
more efficient. 
      The minimum distance method is used for the second classifier for the 
classification. Mahalanobis distance is the most commonly used and is a very 
useful way of determining the similarity of a set of values from an unknown 
sample to a set of values measured from a collection of known samples. One 
of the main reasons the Mahalanobis distance method is used is that it is very 
sensitive to inter-variable changes in the training data. In addition, since the 
Mahalanobis distance is measured in terms of standard deviations from the 
mean of the training samples, the reported matching values give a statistical 
measure of how well the spectrum of the unknown sample matches (or does 
not match ) the original training spectra.  
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3. Experiments  

The image is firstly trained via the expert with the appropriate training 
setting. From the trained image, both classifiers are used to extract the 
contents in the image. This experience can estimate four feature types of 
remotely sensed image. These four features are water, urban, bare soil and 
vegetation. It would be very difficult to find a threshold, or decision surface, 
with which to segment the images into training classes (e.g. spectral classes 
which correspond to physical phenomena such as cloud, bare soil, water, etc.). 
In this paper, water region is classified in both two-date satellite images. 
Figure 2 and 
figure 3 show 
the original 
image. These two 
images are firstly 
trained with ML 
and MD 

algorithms and classified through those classifiers. The water region is 
selected 

only as the 

classified data. Figure 4 and figure 5 show the classified water region.  
 
 
 
 
 
 
 
 
 
 

 
 

Figure (2) Original Image     Figure (3) Original Image 
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 Figure (4) Classified the Water Region   Figure (5) Classified the Water Region 
 with the Black Pixel       with the Black Pixel 

 
4. Results 

The result from the classified image is estimated as percentage of the 
whole image area. This is shown in the Table (1). 

Table (1) The Water Region classified from the Two-date Satellite Image 

 Water Region Other(Forest,ect.)

Image 1 33.67 % 66.33 % 

Image 2 37.05 % 62.95 % 

 
5. Conclusion 

Results of this work could be help scientists to look and study 
environmental changes that could affect the globe in the future conditions like 
pollution, global climate change, natural resource management, urban growth, 
and much more and trend across large geographic areas. The limitation for the 
system is that the user must train the image before the classification is 
processed. The training data is only for a single application. 
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